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Decp le

Decision trees

Random forest |
Support vector machines
Natural language processing




* Spe e

* Translation

* Facial recognition

® Decision making
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1\\; NEURAL NETWORKS

* Feed-forward neural networks

®* Modular neural networks

® Convolutional neural networks

® Recurrent neural network

® Long short-term memory neural network

* Radial basis neural network

Input layer

Hidden layer

Artificial neural networks

Output layer
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Graph of Linear Function y=3x+5

THE MATH EXPERT
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* Based on the e

® Deep neural networks and Deep learning
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1\K<; FEED-FORWARD NEURAL NETWORKS
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% RECURRENT NEURAL NETWORK
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* Speech re

®* Computer vision

(/é ® Natural language processing
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1\\; K-MEAN CLUSTERING
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1\\; ASSOCIATION RULE LEARNING METHOD
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MARKET BASKET ANALYSIS
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98% of people who purchased items A and B

alse purchased item C










1\\; DIMENSIONALITY REDUCTION ALGORITHMS f
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®* Fewer dimensions result in quicker computations.

®* Dimension reduction algorithms reduce the space required for storage
l ® Less than three dimensions enables visualization.

® Redundant data is removed
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Backward Feature Elin

Forward Feature Construction

Principal Component Analysis (PCA)




1\\5 NATURAL LANGUAGE PROCESSING f

O

®* NLP is a subcategory of machine learning that focuses on enabling computers

to understand and work with human language.

® It uses various ML techniques to process tasks like translation, text

O_/

classification, and sentiment analysis.

D

®* Neural networks and deep learning can also be used for NLP tasks.
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* Image to text recogr
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